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AI Policy Statement and Guidelines for Staff

AI Policy Statement
Our organisation recognises the transformative potential of Artificial Intelligence (AI) and is committed to its responsible development, deployment, and management. We aim to harness the power of AI to enhance our operations, improve decision-making, and drive innovation while maintaining the highest standards of ethics, security, and data protection. This policy outlines our approach to AI governance, risk management, and best practices to ensure the secure and responsible use of AI systems throughout their lifecycle.
Key Principles
AI-Driven Management: We will leverage AI systems to manage and oversee our AI operations, addressing challenges of scale, complexity, and rapid technological advancement.
Environmental Stewardship: We are committed to minimising the environmental impact of our AI systems through energy-efficient practices and sustainable technologies.
Compliance and Security: We will ensure our AI systems adhere to all relevant regulations and maintain robust cybersecurity measures, including those outlined by ASIC and ACSC.
Transparency and Explainability: We strive to make our AI systems and their decisions as transparent and explainable as possible, in line with AICD governance recommendations.
Human Oversight: We mandate human oversight for all critical AI-generated outputs to ensure accuracy, appropriateness, and alignment with our organisational values and goals.
Data Sensitivity and Protection: We recognise the critical importance of data sensitivity in AI operations. All data used in AI systems must be classified according to its sensitivity level and protected accordingly.
Risk Management: We employ a comprehensive risk management approach to identify, assess, and mitigate risks associated with AI systems.
Intended Audience
This AI policy applies to all stakeholders involved in the AI supply chain within our organisation, including:
1. Developers: Individuals or teams responsible for creating or adapting AI models and systems, including both proprietary and open-source technologies.
2. System Operators: Staff members responsible for embedding, deploying, and managing AI systems within our infrastructure.
3. Data Custodians: Individuals or teams that control data permissions and integrity for AI models and systems, including those who set policies for data usage and management.
4. End-users: Employees who use AI models and systems for work-related purposes.
5. Affected Entities: Individuals or technologies that may be impacted by AI systems or decisions based on AI outputs, even if they don't directly interact with the systems.
6. Senior Leadership: Executives and board members responsible for overseeing AI governance and strategic decision-making.
7. IT and Security Teams: Staff responsible for implementing and maintaining security controls for AI systems.
8. Compliance and Legal Teams: Individuals ensuring adherence to relevant regulations and managing legal risks associated with AI use.
This policy is also relevant to external partners, vendors, and contractors involved in our AI initiatives. All stakeholders are expected to familiarise themselves with this policy and adhere to its principles and guidelines in their respective roles. Our organisation is committed to the responsible development, deployment, and management of Artificial Intelligence (AI) systems. We aim to harness AI's power to enhance our operations, improve decision-making, and drive innovation while maintaining the highest standards of ethics, security, and data protection.


Guidelines for Staff
AI Management and Oversight
· Implement AI-powered monitoring systems to track the performance and behaviour of our AI applications.
· Utilize AI-enhanced cybersecurity tools to protect our AI systems and data, following ACSC guidelines.
· Employ AI optimization techniques to improve algorithm efficiency and reduce computational resource usage.
· Use AI-driven compliance tools to ensure adherence to evolving regulations and standards, including ASIC regulatory requirements.
· Implement automated AI-based threat detection and response systems.
· Utilize AI explainability tools to improve the interpretability of AI decisions, in accordance with AICD governance principles.
· Leverage AI for efficient management and analysis of data generated by our AI systems.
Environmental Responsibility
· Regularly measure and report on the environmental impact of our AI systems.
· Prioritize the development and use of energy-efficient AI algorithms.
· Utilize green data centres and renewable energy sources for AI operations whenever possible.
· Integrate AI-related environmental considerations into our broader environmental policies.
· Conduct annual environmental audits of our AI systems.
· Actively participate in developing industry standards for measuring and reporting AI's environmental impact.
· Collaborate with academia, industry peers, and civil society to advance sustainable AI practices.
· Invest in research and development of environmentally friendly AI technologies.
· Participate in educational initiatives to raise awareness about the environmental implications of AI.
Data Handling and Storage
· Classify all data used in AI systems according to sensitivity (e.g., public, internal, confidential, highly sensitive).
· Store data in approved, secure locations with appropriate access controls and encryption.
· Regularly audit data access logs and review data retention policies.
· Implement data minimization practices, using only the data necessary for the AI system's purpose.
· Ensure compliance with Australian privacy laws and regulations, including the Privacy Act 1988 and Australian Privacy Principles.
Human Oversight of AI Outputs
· Establish clear processes for human review of AI-generated outputs, especially for high-impact decisions.
· Provide training to staff responsible for reviewing AI outputs, ensuring they understand the system's capabilities and limitations.
· Implement a system of checks and balances, with multiple reviewers for critical AI decisions.
· Document all human interventions and overrides of AI recommendations for audit purposes.
· Ensure compliance with AICD governance recommendations for human oversight of AI systems.
Cybersecurity Measures
· Conduct regular security assessments of AI systems, including vulnerability scans and penetration testing.
· Implement robust authentication and authorization mechanisms for all AI system access.
· Use secure APIs and encryption for data transmission to and from AI systems.
· Regularly update and patch all AI-related software and infrastructure.
· Monitor AI systems for unusual behaviour or potential security breaches.
· Adhere to ACSC's Essential Eight strategies for cybersecurity.
Risk Mitigation
· Conduct thorough risk assessments before deploying any new AI system or making significant changes to existing ones.
· Develop and maintain a risk register specific to AI operations, regularly reviewing and updating it.
· Implement controls to mitigate identified risks, such as data poisoning, model inversion, and membership inference attacks.
· Establish an incident response plan specifically for AI-related security incidents.
· Regularly test and update business continuity and disaster recovery plans that include AI systems.
· Align risk management practices with ASIC's regulatory expectations for AI and machine learning.
Continuous Learning and Improvement
· Stay informed about the latest developments in AI security and best practices through ongoing training and education.
· Participate in industry forums and collaborate with peers to share knowledge and experiences in secure AI deployment.
· Regularly review and update this policy to reflect new threats, technologies, and regulatory requirements.
· Engage with AICD, ASIC, and ACSC for guidance on AI governance, cybersecurity, and regulatory compliance.
Reporting and Accountability
· Report any suspected security breaches, data misuse, or ethical concerns related to AI systems immediately to the designated AI governance team.
· Maintain detailed logs of all AI system activities, including training data used, model updates, and significant outputs.
· Conduct regular audits of AI systems to ensure compliance with this policy and relevant regulations.
· Follow ACSC's reporting guidelines for cybersecurity incidents.
Ethical Considerations
· Always consider the ethical implications of AI decisions and escalate any concerns to management, in line with AICD's ethical AI governance principles.
· Ensure AI initiatives align with our corporate governance framework, as recommended by AICD's AI governance principles.
· Regularly assess AI systems for potential biases and take corrective actions when identified.
By adhering to these guidelines, we aim to maximize the benefits of AI while minimizing risks and ensuring the security, privacy, and ethical use of our AI systems. All staff members are responsible for understanding and following these guidelines in their work with AI technologies. This policy aligns with Australian regulatory expectations and governance best practices, ensuring we remain at the forefront of responsible AI adoption. We are committed to regularly reviewing and updating this policy to reflect evolving AI technologies, threats, and regulatory landscapes.


